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Abstract 

In this paper, we analyze the reliability of the LTO-9 error correction 

codes to support LTO-9 user data reliability being better than 1 
uncorrectable error event in 10-20 user bits transferred which is typically 

referred to as uncorrectable bit error rate (UBER) translating to at least 12 
NINES of durability. There are multiple technologies enabling LTO-9 to 

achieve 10X UBER improvements over LTO-8. We’ll show that this is also 
applicable in the event of any one of the 32-channels becoming 

degraded.  
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Section 1 - LTO-9 Technology 

Over the last 2 decades since the introduction of LTO in 2000 with a 

capacity of 100 GB, the storage capacity of LTO cartridges has 
increased by 180 times and data rates have increased by 20 times.  Over 

the same period, the specified End-Of-Life (EOL) uncorrectable bit error 
rate (UBER) of LTO cartridges has also improved by a factor of 1000, 3 

orders of magnitude improvement. The recently released Linear Tape 
Open 9 (LTO-9) format provides a native cartridge capacity of 18 TB, 

and an uncorrectable bit error rate (UBER) of 10-20. Relative to the 
previous generation LTO-8 format, this corresponds to a 50% increase 

in capacity and a 10X improvement in UBER. An UBER of 10-20 
corresponds to one unrecoverable read error event for every 12.5 

Exabytes of data read. The simultaneous increase in capacity and 
improvement in reliability was enabled by a combination of new 

technologies implemented in LTO-9. Using rough figures, the 50% 
capacity increase was achieved by increasing the Areal Density (AD) by 

41% through the combination of a 35% higher track density (TD) and a 
4% higher linear density (LD), plus longer tape that is greater than 1 km 

in length (1035 m).   

Increasing the areal density in magnetic recording results in a loss in 

SNR that is described by the following well-known equation: [27] 

	

𝑆𝑁𝑅 ≈
0.31𝛾
𝛼!

𝐵!𝑊
𝐷"  

	

where, D= grain diameter, B is bit length (Linear Density) and W is 

bit/reader Width (Track Density). #."%&
'!

	is micro-magnetics constant. 

Variable γ  is the normalized density ratio for a given linear density and 

the pulse shape which is also determined by the TMR head design. 

Variable α  is the transition parameter which is a function of magnetic 

characteristics of the recording layer and the head to tape spacing. The 

magnetic particle characteristics, tape-head spacing and TMR head 
design all play key roles for SNR. The quadradic scaling of SNR with B 

and linear scaling with W makes it less costly in terms of SNR to scale TD 
compared to LD and is the motivation for the 35% TD scaling compared 

to 4% LD scaling implemented in LTO-9.  In general, a reduction in SNR 
will result in an increase in error rate and hence a reduction in reliability.  

To avoid such a decrease in reliability, the SNR loss due to AD scaling 
needs to be compensated for with improvements in the recording 

technology.  In LTO-9 this was done using new drive technologies that 
include a new optimized head-to-tape interface, higher sensitivity TMR 

(tunnel magnetoresistance) readers and an optimized writer.  



TECHNICAL  PAPER 

 
 
The LTO Program 
 

 
Page 4 

  
 

In addition, LTO-9 uses a new media with improved BaFe particles and 

is based on a thinner substrate with optimized stability. The 35% track 
density scaling implemented in LTO-9 was achieved by reducing the 

width of the read head in combination with improvements in tracking 
performance. In LTO-9 Tape Dimensional Variations (TDV) of the new 

substrate that arise due to variations in the environmental conditions are 
managed via a unique one-time-per tape calibration algorithm that 

assists complex drive firmware to control 32-channel magnetic 
recording using closed-loop servo algorithms. The reliability of LTO-9 

was further improved using a new highly efficient C2 error correction 
code based on a longer block length Reed-Solomon error correction 

code.  Together, these technologies enabled the simultaneous 50% 
increase in capacity and 10x improvement in uncorrectable bit error rate 

(UBER) of LTO-9  to 10-20. 

 

Section 2 - LTO-8/9 Format Background 

To better understand how this reliability improvement was achieved it is 
helpful to first review how data is laid out and protected by error 

correction codes in the LTO-8 and 9 formats.  In all LTO generations to 
date, user data is partitioned into datasets and each data set is further 

partitioned into multiple sub-data sets. Each sub-data set consists of 
multiple interleaved rectangular data blocks and are protected by a 

product code that consists of two Reed-Solomon component codes 
referred to as C1 and C2 codes. Each rectangular data block can be 

viewed as a matrix and goes through a C1-C2 product code encoding 
step before being written to tape. To visualize this encoding process, 

envisage a rectangle of user data bytes of size k2 × k1. First, the rows of 
the matrix are encoded using a (n1, k1) Reed-Solomon code (C1 code). 

Then columns of the new row-encoded matrix (now of size k2 × n1) are 
encoded with (n2, k2) RS code (C2 code) to generate the final (n2 × n1) 

coded data block as shown in Figure 1 below. 

 

Figure 1: The final (n2× n1) product coded data block 
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The format of LTO dictates multiple rounds of interleaving and 

spreading of bytes that belong to the same C1/C2 codeword over 
different physically separated locations on the tape surface. The 

separation between the bytes of the same codeword is maximized to 
guard against correlated errors such as media defects. This deep 

interleaving results in errors that are essentially independent which 
helps to improve reliability and is central to the mathematical analysis of 

the uncorrectable bit error rate.  

The parameters that describe the C1 and C2 codes implemented in 

LTO-8 and LTO-9 are summarized in Table 3 below. Table 3 uses the 
standard notation of (n, k, d), where n represents the block length, k is 

the message length and d is the distance.  For the Reed Solomon codes 
used here, d=n-k+1. Both the C1 and C2 codes use 8 bit symbols. 

Although the format is designed to decorrelate error events to maximize 
the performance of product decoding, it sometimes fails to do so due to 

accumulated operation-related errors, environment, or internal 
mechanics. In this short note though, we’ll consider only the completely 

independent byte error scenario i.e., a discrete memoryless channel 
(DMC) model with each byte having a probability to be in error of Pbyte. 

In LTO-8 and LTO-9, two different decoding approaches can be used in 
combination with the product codes: 1) All error mode and 2) Erasure 

mode. 

1. All error: In this mode, both C1 and C2 use their redundancy 

to correct byte errors only without any communication channel 
in between.  

 
2. Erasure(a=1): In this mode the C1 code is operated in “error 

correction” mode and if it fails, it provides that failure 
information for the C2 decoding engine to mark the 

corresponding byte as an erasure. The C2 decoding engine is 
operated in “erasure correction” mode with 2 bytes of the 

parity reserved to catch and correct one byte of error in the 
(unlikely) case of a C1 mis-correction. Byte errors due to C1  

miscorrections are very rare and occur if the C1 decoder 
decodes the wrong codeword and does not indicate any 

failure flag for C2).  

The reliability achieved using the erasure mode is analyzed in Section 4 

below for the C1 and C2 code parameters summarized in Table 1. 
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Table 1: C1 and C2 code parameters for different generations of LTO 

 

Section 3 - What is UBER? 

The INSIC 2019 technology roadmap white paper defines UBER 
(uncorrectable bit error rate) as the number of bits in error divided by 

the total number of bits transferred, i.e. the real bit error rate after error 
correction decoding [24]. This is not the same as the definition currently 

used by the HDD industry which defines UBER as the probability of an 
unrecoverable sector error in a number of user bits transferred [28].   

The definition and calculation of UBER can be complex, especially as it is 
defined as a bit error rate even though the actual error type is the 

probability of having a ECC decoder failure which is based on sector 
ECC for HDD and C2 codeword ECC for tape. Assuming the errors, 

including bit-level errors, are all random, then we can convert C2 
codeword or sector error rate to user bit error rate based on format 

information.  

For instance, an HDD sector has 4KB of user bytes (32,768 bits); an 

LTO-9 C2 codeword has 168 user bytes (1,344 user bits). With the 
assumption of random errors, we can convert decoder failures to user 

bits transferred to represent UBER as a hard read error event per number 
of user bits transferred such that we can compare LTO to HDD using 

HDD UBER definitions. 

As areal densities increase, the probability of UBER errors is also 

expected to grow, unless the loss in SNR described in section 1 is 
compensated for by improvements in recording technology. For tape 

there appears to be considerable potential to continue scaling [24] 
whereas for HDD challenges arising from the superparamagnetic limit 

has resulted in a dramatic slow-down in scaling. UBER is a function of 
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magnetic recording technology, media and head usage/wear, 

environmental conditions, data format, ECC algorithm, and error 
characteristics for a given data storage device. Uncorrectable errors are 

typically latent, meaning unless one reads the data, they remain 
undetected. For example, with HDD, an UBER event may occur at the 

sector level where a single latent uncorrectable error in a sector, such as 
a magnetic defect that cannot be corrected by the HDD’s internal ECC 

format results in an un-useable/un-readable sector. Even with RAID 
technology, such latent sector errors can lead to data loss when 

encountered during RAID reconstruction after a disk failure [23]. With LTO 
tape, latent errors may happen at a data set level. However due to LTO’s 

unique ECC format which is based on orthogonal interleaved  
2-dimensional 32 channel Reed-Solomon error correction codes, the 

probability of an UBER event is orders of magnitude lower than HDD. 

With magnetic recording, an uncorrectable error causes individual 

sectors in HDD or data sets in LTO to become unavailable. Even though 
the initial media defects are typically mapped out, HDD may still 

experience latent errors during writing, for example write errors (such as 
a high-fly write), or by media imperfections (short or long defects), or 

smeared soft particles. Unless data is fully verified, these errors may go 
undetected [25]. LTO has built-in resilience to write mode latent errors 

due to its read-while-write architecture in which such write-related 
errors are detected and rewritten during writing. In addition to writer 

errors, there are other kinds of latent errors, e.g. post-write process 
errors where media magnetics may degrade, or new defects may be 

generated resulting in latent uncorrectable errors. These are mostly 
related to capacity scaling and ageing of the magnetic storage devices 

for both HDD and tape [26]. HDDs requires real time periodic data 
scrubbing [21] to manage these errors whereas tape can rely on its  

multi-channel 2-dimensional orthogonal C1-C2 product ECC to provide 
orders or magnitude better UBER reliability. 

 

Section 4 - LTO-9 UBER Reliability Analysis 

Uncorrectable error events in LTO tape are extremely rare which makes 

it very challenging to measure the error rate experimentally. To address 
the challenge of quantifying the performance of LTO’s error correction 

codes, both industry and academia use theoretical model-based 
calculations combined with the assumption that errors are random and 

uncorrelated. These theoretical models are based on the binomial 
distribution of raw byte errors, an assumption that has been 

experimentally verified at controlled high error rate conditions where 
the assumption continues to hold thanks to the deep-interleaving of the  
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format [1]-[2]. More complex reliability models which are based on the 

theory of renewal processes can account for correlated errors and 
defective header and synchronization fields [3] as well as the removable 

nature of tape which enables multiple tape - drive combinations [4].  

To analyze the power of the ECC codes implemented in LTO-8 and 

LTO-9, we start by defining the probability  that a symbol (typically a 

byte) error occurs as 𝑃!"#$  (and let 𝑃!%#	 be the associated bit error 

probability). Then, for an error correction code (codeword) that is 𝑁 

bytes long which can correct 𝑡 failures. The probability of decoder 

failure can be calculated as: 

𝐷𝐸𝐶𝑓𝑎𝑖𝑙 = ∑ +𝑁𝑖 -𝑃()*+
,-

,.*/% (1 − 𝑃()*+)-0,  , 
 

the HDD UBER definition [28] is based on this equation. 

 

𝑈𝐵𝐸𝑅122 =
𝐷𝐸𝐶𝑓𝑎𝑖𝑙
𝐵𝑖𝑡𝑠
𝑆𝑒𝑐𝑡𝑜𝑟

 

 

𝑈𝐵𝐸𝑅345+ =
𝐷𝐸𝐶𝑓𝑎𝑖𝑙
𝐵𝑖𝑡𝑠

𝐶𝑜𝑑𝑒𝑊𝑜𝑟𝑑
 

 

On the other hand, every decoder failure does not necessarily mean all 

of the bytes of the codeword are in error. To be able to estimate the 
uncorrectable byte error rate, we use: 

 

𝑈𝐵𝑦𝑡𝐸𝑅𝑅 = %
-
∑ 𝑖 +𝑁𝑖 -𝑃()*+

,-
,.*/% (1 − 𝑃()*+, )-0,  , 

 

the INSIC UBER definition [24] is based on this equation. 

As defined in section 3, UBER is the uncorrectable bit error rate, but it is 

based on converting the probability of decoder failure to user bits using 
the format specifications.  In fact, assuming bit errors to be independent 

within a given byte error, we can assume 8 × 𝑈𝐵𝐸𝑅 ≈ 𝑈𝐵𝑦𝑡𝐸𝑅𝑅 due 

to the following observation: 

𝐴𝑣𝑔. #𝑜𝑓	𝑏𝑖𝑡	𝑒𝑟𝑟𝑜𝑟𝑠
#𝑜𝑓	𝑏𝑖𝑡𝑠	𝑖𝑛	𝑎	𝑏𝑦𝑡𝑒

=
1
8
H𝑖 +8𝑖-𝑃(,*

,
6

,.%

(1 − 𝑃(,*)60,

=
1
8
(8𝑃(,*) ≈

1
8
(1 − (1 − 𝑃(,*)6) =

1
8
𝑃()*+  
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Hence, 	 	 	 	

𝑈𝐵𝐸𝑅 = 	𝑈𝐵𝑦𝑡𝐸𝑅𝑅/8 
 

Figure 2 shows the performance of the LTO-8 and LTO-9 C2 codes with 

the C2 ECC engine operating in the erasure mode described in section 
2. The left plot is for all parities used to correct the erasures, which gives 

the best error correction performance, however miscorrections may 
happen and go undetected in this mode, albeit with very low 

probability. The right plot shows the typical LTO use case where C2 
uses all parities except two for error correction and the remaining two 

are used to detect and correct errors that might result from mis-
corrections in the previous C1 decoding step.  In this mode, all mis-

corrections are for practical purposes eliminated. This unique 
configuration is the fundamental reason why LTO not only provides 

extremely low UBER numbers but also nearly eliminates any  
miscorrection errors from being generated and sent to the user as good 

data. Figures 3 and 4 show the results of a similar analysis as Figure 2 but 
with one and two out of 32 read data channels assumed to be 

unuseable due to typical real-world problems such as debris or clogged 
heads that may occur if the drive was not cleaned effectively.  

 

Figure 2: UBER Plot for LTO-8 and 9 with all 32 functional readers 
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Figure 3: UBER plot for LTO-8 and 9  
with one reader impacted by debris during read 

 

 

Figure 4: UBER plot for LTO-8 and 9  
with two readers impacted by debris during read 

 

Using these results to estimate UBER for a given situation can be a 

difficult task that is further complicated because tape is a removable 
medium and where drive firmware uses complex retries when errors are 

detected.  Retries may involve re-reading the same track with different 
settings as well as using different algorithms and different tunings, 

including rebuilding data with partial reads. Moreover, the host system 
can load the media to another (better performing) drive, or clean the  
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head with a cleaner cartridge, all of which can help to reduce input error 

rates enabling reliable reads free of uncorrectable errors.  

In addition to the new more powerful C2 code implemented in LTO-9, 

another new technology introduced in LTO-9 to reduce the UBER is 
iterative ECC decoding which can perform additional C1/C2 decoding 

steps to further improve the error correction performance. Therefore, 
the actual UBER numbers may be well below the industry published 

values since these numbers are based on single decoding passes. 

In Figures 2 - 4, the x-axis shows the input error rates (C1 decoder 

output expressed in terms of erasures) to the C2 ECC engine.  The input 
error rate is determined by the drive’s tape-to-head interface which may 

degrade with use, electronics, read channel signal processing, format, 
and firmware. This is the de-interleaved output of the C1 ECC engines of 

all 32 channels. The y-axis shows the output error rates which we call 
the UBER values. Because of the powerful C2 code used in LTO-9 

combined with 2-dimensional orthogonal interleaving, the UBER can be 
extremely low for random media errors or even off-track conditions. As 

we can see from the figures, for an input error rate of 10-3, the theoretical 
UBER at the output of C2 decoding can be as low as 10-35 .  

With LTO-8 and earlier generations, the typical EOL C2 input error rate 
was about 10-3, a norm for many years [23]. For LTO-8 which uses a 

(96,84,13) C2 code, this resulted in an UBER of 10-19. LTO-9 uses a new 
C2 code with a longer codeword (192,168,25) that for the case of 

random errors assumed here has substantially better error correction 
power than the previous LTO-8 code, as is clearly indicated by the plots 

of Figures 1 and 2.  The increased length of the C2 code enables this 
performance improvement with the same efficiency of 87.5% as the 

LTO-8 code. i.e. the LTO-9 codes have the same overhead cost but 
provide substantially more powerful user data protection.  

Figure 1 shows that when the C2 decoder uses 2 bytes for protection 
against mis-corrections, the LTO-8 drive will require a C2 input error rate 

less than 1e-3 to support 10-19 UBER. However, LTO-9 with new ECC 
technology can provide 10-20 UBER with C2 input error rates of up to 

9x10-3. This means the LTO-9 drive can provide 10X better user UBER 
compared to LTO-8 but over a wider range of C2 input error rate 

conditions, i.e. up to 9X higher C2 input error rates. Therefore LTO-9 
supports improved data reliability over a wider range of operating 

conditions compared to LTO-8. This wider margin helps to enable  
LTO-9’s higher AD by ensuring reliable operation with less SNR.  Hence 

some of the SNR loss discussed in Section 1 that results from the 35% 
higher TPI and 4% higher LD is compensated by the improved C2 code,  
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while the remainder has been compensated by other improvements in 

the recording technology discussed in Section 1. Another key feature of 
LTO-9 is its robustness against correlated errors such as the temporary 

loss of reading channels due to debris. As can be seen in the right part 
of Figure 3, LTO-9 achieves an UBER of 10-20 with an input error rate of 

4x10-3 even with one dead/unavailable track, whereas even at 4x lower 
input error rate of 10-3

, LTO-8 UBER falls to 10-16 with one dead track.  The 

case of two dead tracks is analyzed in Figure 4 where the benefits of the 
LTO-9 are even more pronounced.  For example, in the right panel of 

Figure 4 we see that at an input error rate of 10-3, the UBER of LTO-8 falls 
to 10-10 whereas LTO-9 achieves an UBER of 10-19. Clearly, LTO-9 offers 

much lower UBER during real-world error cases such as debris-clogged 
readers.  

 

Section 5 - LTO-9 NINES of Reliability  

UBER represents the probability of an error event and can be thought of 

as the inverse of the average number of user bits that can be read before 
an error event is encountered. UBER numbers by themselves are related 

to average statistics and not particularly related to a time period. In other 
words, they are only a ratio of numbers of bits. A specific UBER, when 

related to time, can yield a mean time between failure (MTBF) for an 
HDD or tape drive and a cartridge, e.g. by calculating the time to read 

the average number of bits read before an error event assuming the 
maximum data rate.  Table 2 below shows a comparison between the 

UBER performance of a typical 18 TB HDD with 12 TB LTO-8 and 18 TB 
LTO-9. In this comparison, the time factor is not included.  Instead, we 

compare the orders of magnitude difference in UBER between HDD 
and tape.  On the right side of the table, we have converted the UBER 

numbers into the average number of Bytes, TB, PB and EB that can be 
read before an error event is likely to occur. 

 

 

 

 

Table 2: LTO vs HDD UBER Comparison (*Note that the INSIC Tape UBER definition 

differs from the HDD definition as discussed in section 4) 
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One of the important metrics related to reliability is durability. This 

metric is defined to be the duration of time the system is able to provide 
access to the user data. If the data is protected by a redundancy 

mechanism i.e. replication or erasure correction coding, durability refers 
to the permanent loss of the encoded/replicated user data, i.e. when 

the amount of data lost exceeds the power of the redundancy 
mechanism to repair the loss.  The unit of durability is usually expressed 

in terms of days or years. However, in storage industry terminology, 
durability is expressed in terms of NINES (9’s). This refers to the 

probability of seeing no uncorrectable errors during the operation of 
the system over a given time period which is typically taken as one year. 

For example, a system with a 1% probability of failure within a year, has a 
99% probability of not failing, or a reliability of 99% = 0.99, which is a 

reliability of 2 NINES. Similarly, a 0.1% failure probability corresponds to 
a reliability of 99.9% or 0.999 = 3 NINES of reliability. 

The failure rate of a single HDD can be characterized by a metric called 
the mean-time-to-failure (MTTF).  However, in a typical storage scenario, 

HDDs (as well as tapes) are used in groups, with user data plus some 
redundancy spread across a set of physically separated storage 

mediums. In this way, the decorrelation of failures/errors is achieved. In 
this scenario, a new reliability metric is needed because  the added 

redundancy improves the resilience of the stored data. A known metric 
is mean-time-to-data-loss (MTTDL). One can compute MTTDL in terms of 

MTTF of the constituent storage components of the system using a 
Markov process to model the arrival (occurrence) of failures to the 

system. 

The reliability function R(t) is not, in general, exponentially distributed. 

However, for simplicity let us assume it is distributed exponentially with 
the rate 1/MTTDL. The number of 9’s is then given by: 

𝑁𝐼𝑁𝐸𝑆(𝑑𝑢𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦) = 𝑙𝑜𝑔10 N
1

1 − 𝑅(𝑡)
O 	𝑤ℎ𝑒𝑟𝑒	𝑅(𝑡)

= 𝑒0* 733289  
 

For example, for a system with MTTDL of 2,500,000 hours, and an 

operating time of interest of 1 year (8760 hours), we have the durability 
number computed as follows, R(8760) = e−8760/2500000 = 

0.9965→two 9’s which means the system will operate without a failure 

with probability 0.9965 for the first year of use at a 100% duty cycle [22]. 

As mentioned above, UBER does not have a time element and hence 

converting UBER to NINES of reliability requires a modified approach 
without the time element. To do this we take as inspiration another 

commonly used storage reliability metric: expected annual fraction of  
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data loss which measures how much data is lost when a data loss event 

occurs and hence is complementary to the mean time to data loss 
metric.  

To estimate a similar metric for HDD and Tape using UBER, we consider 
how much data is lost when an UBER event occurs.  For HDD, an 

uncorrectable bit error results in the sector containing that bit becoming 
un-decodable and hence lost. An HDD sector contains 4096 bytes of 

user data.  For an UBER of 1 error in 10-15 bits read, this corresponds to 
10-15 / (4096 x 8) = 3.05E+10 sectors read on average before a sector is 

lost, or 10 NINES(UBER).  In LTO tape, the UBER is much lower than 
HDD, however, when such an event occurs the data set containing that 

error is lost.  In LTO-8 a data set contains about 5 Mbytes of user data 
and in LTO-9 it contains about 9.8 Mbytes of user data.  Table 3 below 

summarizes these parameters and NINES(UBER) for HDD and LTO-8/9. 
Tables 2 and 3 demonstrate that the probability of encountering an 

uncorrectable error in tape is much lower than in HDD, however, when 
such an event does occur, a larger amount of user data is lost.  The net 

result is two orders of magnitude higher NINES(UBER) for LTO-9 
compared to HDD. 

 

 

 

 

 

Table 3: UBER to NINES Conversion 

It is also important to recall that LTO is a removable archival storage 
medium where host software can manage a pool of drives to read any 

given tape, especially for mission-critical tasks such as recovery from 
ransomware where error-free reads are extremely crucial. Note that the 

NINES(UBER) numbers in Table 3 are based on EOL (End Of Life) values 
with worn read heads. However, assuming the host is able to manage 

the drive pool and their conditions, the UBER numbers may be even 
better than the EOL UBER of 10-20 assumed in Table 3. For example, in 

Figure 2 it can be seen that assuming a factor of two better input error 
rate for a newer drive, i.e. 4.5E-3 instead of 9E-3, results in an LTO-9 

UBER of better than 10-25. This translated to a NINES(UBER) of 17 for 
LTO-9 which basically means that it is extremely unlikely that users 

would encounter a hard read error event with LTO-9. 
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